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Defining Research Fraud

I should at this point probably stop using the phrase research fraud even though those new to the subject prefer it for its directness. Those who have an established interest in the subject prefer the phrase research misconduct – to avoid confusion with financial fraud, reflect the diversity of forms of misconduct, and acknowledge that some misconduct is relatively minor.

There has been something of an Atlantic divide in defining research misconduct. The Americans, who have more experience than anybody else with some shocking cases going back to the early 1970s, prefer an operational definition that potentially will allow researchers to know exactly what counts as misconduct. After various definitions the federal government in 2000 produced a comparatively short definition (only with long footnotes) together with requirements for a finding of misconduct [1]. The definition states:

“Research misconduct is defined as fabrication, falsification, or plagiarism in proposing, performing, or reviewing research, or in reporting research results.

Fabrication is making up data or results and recording or reporting them.

Falsification is manipulating research materials, equipment, or processes, or changing or omitting data or results such that the research is not accurately represented in the research record.

Plagiarism is the appropriation of another person’s ideas, processes, results or words without giving appropriate credit.”

The definition continues by making clear that “research misconduct does not include honest error or differences of opinion”.

A finding of research misconduct depends on three requirements. Firstly, there must be “a significant departure from accepted practices of the relevant research community”. Secondly, the misconduct must be “committed intentionally or knowingly, or recklessly”. Thirdly, the allegations must be proved “by a preponderance of evidence”.

The Nordic countries and Britain have taken a different line from the Americans and opted for broad definitions [2, 3]. The Norwegian Committee on Scientific Dishonesty defines research misconduct as “all serious deviation from accepted ethical research practice in proposing, performing, and reporting research” [2]. A British consensus conference held in Edinburgh in 2000 went for something still broader: “Behaviour by a researcher, intentional or not, that falls short of good ethical and scientific standards” [3]. This definition includes nothing about falling “seriously” or “significantly” short of good standards and does not depend on intention.

The problem with the European definitions from an American point of view is that they do not allow researchers to know what is unacceptable, but – perhaps because I am an European – I think that the forms of misconduct are too varied to capture simply. Plus expectations change over time.

Let me use the example of appearing as the author of a scientific study when you have not actually participated in the study and may not even have read the final version of the submitted manuscript. It used to be routine for heads of department to do this – almost like countersigning a cheque – and still is in many cultures and institutions. We know from stud-
How Common Is Research Misconduct?

The frequency of research misconduct obviously depends on how it is defined, and it is hard to study because most cases are probably not publicised. They are simply not recognised, covered up altogether, or the guilty researcher is urged to retrain, move to another institution, or retire from research.

We do, however, have many high profile cases of research fraud dating back decades. In January 2006, for example, Seoul National University concluded that Hwang Woo-suk, a pioneer in stem cell research and a national hero in Korea, had fabricated much of his research. His claim in 2005 to have produced stem cells from adult cells had reverberated around the world because it opened up new ways to treat Parkinson’s disease and other degenerative diseases. His disgrace was equally high profile, providing one of the most dramatic cases ever of scientific fraud.

This was one of the first cases to emerge from Korea or, indeed, East Asia, but the United States, which conducts far more research than any other country, has had a steady stream of cases since 1974 [5]. For example, William Summerlin from the Sloan-Kettering Institute in New York, one of the world’s leading biomedical research centres, claimed to have transplanted human corneas into rabbits. He also faked transplantation experiments in white mice by blackening patches of their skin with a pen, an extraordinarily crude form of forgery. Eventually, Summerlin’s misconduct could no longer be ignored, but his behaviour was attributed to a mental health problem. This is a response that is seen repeatedly. It is a form of scientific denial.

John Darsee worked in the department of cardiology at Harvard and was observed falsifying data. His boss, Eugene Braunwald, an eminent cardiologist, decided that this misconduct was an isolated incident and so did not fire him. A few months later, however, it became clear that results he had obtained in a study being conducted in several places were very different from those of the others. An investigation was started and went back to when he was an undergraduate. Many of his more than 100 studies proved to be fraudulent and had to be retracted.

Britain has had perhaps 50 cases, and the most celebrated is that of Malcolm Pearce, an obstetrician and gynaecologist with an international reputation from his work on ultrasonography [6]. He published a case report in the August 1994 issue of the British Journal of Obstetrics and Gynaecology that described an ectopic pregnancy being reimplanted into the womb and a baby being born [7]. This was something doctors had been trying to do for decades, and the case received worldwide publicity. Unfortunately, the patient did not exist. Equally unfortunately, another author on the paper was Geoffrey Chamberlain, the editor of the journal, the head of Pearce’s department, and the president of the Royal College of Obstetricians and Gynaecologists. He was a “guest author”, and the mistake cost him his reputation and career.

Pearce was the author of a second paper in that same issue of the journal that described a trial of treating recurrent miscarriage in nearly 200 women with polycystic ovary syndrome [8]. This too proved to be fraudulent – as did several other studies that Pearce had published in various journals, including the BMJ.

Germany has had some high-profile cases of misconduct, and Austrian authorities are investigating a study published in The Lancet.

I have spoken perhaps a dozen times on research misconduct in several countries and often to audiences where people come from many countries. I usually ask the members of these audiences how many know of a case of misconduct (I consciously do not offer a definition). Usually, half to two thirds of the audience put up their hands. I then ask whether those cases were fully investigated, people punished if necessary, lessons learnt, and the published record corrected. Hardly any hands go up.

Stephen Lock, my predecessor as editor of the BMJ who became interested in research misconduct in the 1980s, long before most people in Britain, got a similar result from a postal survey he did of friends who were professors of medicine [9].

These “cover-ups” explain why it is so hard to get good data on the prevalence of serious research misconduct, but some countries and disciplines have more cases not, I suspect, because misconduct is commoner but because they have begun to face up to the problem.

Nicholas H. Steneck, one of the world’s leading authorities on research misconduct and a consultant to the Office of Research Integrity in the US, estimates from a series of studies that we might expect to see one case of serious misconduct a year for every 1000 researchers. He uses a more conservative estimate of one case for every 10,000 researchers and then calculates that the US would thus see about 1500 cases a year and the European Union about 1000. In fact, the US records about 20 cases a year and the European Union 10. So cases are not being identified or reported.

As some support for this thinking, I have been involved with exploring the work of two researchers – R. B. Singh from India and R. K. Chandra from Canada – who between them have published dozens of trials about which the most serious questions have been raised [10–17]. We do not know for sure how many of their studies may have serious deficiencies, but many people suspect that it is dozens. Yet all but two of these studies remain in PubMed without any indication of these doubts.

„Questionable Research Practices“

Steneck and others have come to believe that the body of research may be more damaged by „questionable research practices“ than by fabrication, falsification, and plagiarism – because these practices seem to be common and may systematically distort the scientific record.
Important evidence on the level of “questionable research practices” comes from a US study in which the researchers surveyed 7760 researchers funded by the National Institutes of Health about a range of practices [18, 19]. Some 3247 responded (42 % response rate), and 0.3 % admitted having committed a major offence. But many more had been guilty of “questionable research practices”. A quarter, for example, had misused data in some way by either falsifying them, dropping observations because of a gut feeling that they were inaccurate, overlooking other’s use of flawed data, or failing to present data that contradicted their research. Around 16 % had abused the academic credit system by using another person’s work without giving credit, publishing the same study more than once, inappropriately assigning authorship, or getting by on the work of others. From other types of studies we know that around 40 % of authors do not meet the criteria for authorship of the International Committee of Medical Journal Editors and that around a fifth have not even taken part in the research [4]. We know, too, that around a fifth of studies are published more than once [20].

The US survey looked at a wide range of “questionable research practices”, but particularly disturbing was the high percentage (40 %) who had succumbed to outside influence, including failing to declare involvement of firms whose products were based on their research or changing the design, methodology, or results of a study in response to pressure from a funding source. These results fit with studies showing that the majority of US researchers have conflicts of interest and that until recently most were not disclosed [21]. Unfortunately we have expanding evidence that conflicts of interest have a profound effect on studies: for example, clinical trials funded by industry are at least four times more likely to get results favourable to the sponsor that studies publicly funded [21].

The anxiety that medical research may be seriously corrupted by financial influence is reaching a crescendo in the US, where several professors of psychiatry have had to step down after failing to disclose having received large sums of money from pharmaceutical companies. There is a worry that much of the research on new antidepressants and antipsychotic drugs may be seriously misleading, suggesting that these drugs have a much more positive balance of benefit against harm than is truly the case.

In April 2009, the Institute of Medicine published a report on conflicts of interest in medicine and saw considerable evidence of harm [22]. “It is time to end a number of long-accepted practices that create unacceptable conflicts of interest, threaten the integrity of the medical profession, and erode public trust while providing no meaningful benefits to patients or society”, said Bernard Lo, the chair of the committee that produced the report.

**Responding to Research Misconduct**

The evidence is strong, I judge, that these “questionable research practices” may cause even more damage to medical research than the major problems of falsification, fabrication, and plagiarism, but at the same time it seems likely that we are failing to respond adequately to the major problems. When my predecessor as editor of the *BMJ*, Stephen Lock, became concerned about research misconduct in the early 1980s, many people, including me, thought that he was making too much fuss about a minor problem. Now it looks as if even he did not grasp the full extent of the problem, and the response in most countries has been wholly inadequate. The fear must be that if researchers do not do a better job of regulating themselves then politicians will step in. This has already happened in the US despite it having a better response than perhaps any other country.

Rather as advocated by Alcoholics Anonymous, a response to a problem must begin with its recognition. The subsequent 11 steps to conquering alcohol are of no use to alcoholics if they cannot take the first step of admitting that they are powerless over alcohol, and similarly no country can mount an adequate response unless it accepts the reality and inevitability of research misconduct. Many alcoholics never manage the first step even though they think that they have, and similarly, I believe, many countries never manage the first step – because recognising research misconduct is too painful.

I know Britain best, and, although we have the UK Panel on Research Integrity in Health and Biomedical Sciences (of which I am a member), I am unconvinced that we have truly taken the first step. The UK panel has the legal status of a “cricket club” and can operate only by persuasion.

A full response to the problem of research misconduct does require a national body to provide leadership. It needs to raise consciousness about the problem, provide guidelines on good practice, encourage research and teaching, offer help with investigations of misconduct, and probably provide a place for whistleblowers to report anxieties and for the hearing of major cases or appeals against local judgements. One problem with local bodies – universities or hospitals – dealing with cases is that they often lack competence and sometimes commitment. They also face a deep conflict of interest in that they fear that openly investigating and reporting a case will damage the institution.

The main emphasis in responding to the problem of misconduct should be on raising the overall level of scientific integrity rather than on investigating suspected cases – although there have to be good systems for investigating, judging, and reporting cases. We need codes of good practice rather than simply lists of bad practices to be avoided, and we need to teach integrity rather warn against dishonesty.

Once their consciousness is raised researchers will realise that they are constantly presented with ethically difficult questions around analysis of data, authorship, conflict of interest, informed consent, and a dozen other issues. There are usually not “right” answers that can be read from a rulebook. Rather researchers need to be able to think their way through the complexities to reach an ethically defensible answer. They may often need help and should not be afraid to ask for it.

This article contains material already published by Richard Smith in his book, *The Trouble with Medical Journals* [23], and in an article in the Journal of the Royal Society of Medicine [24].
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